1.1.1.1 Work Package 8 – SA4: Advancing EGI’s Strategic Goals
1.1.1.1.1 Overview

In June 2012, the EGI Council endorsed the EGI strategy ‘Seeking new horizons: EGI’s role in 2020’
 as a framework for the future developments of the EGI Community. As a result of this report the EGI-InSPIRE PMB sought suggestions from within the EGI-InSPIRE consortium as to activities that could be undertaken during PY4 of the EGI-InSPIRE project to accelerate the objectives identified in the EGI strategy of:
· Undertaking Coordination and Community Building across the EGI Community and its stakeholders.

· Maintaining and expanding the Operational Infrastructure and its management tools to support other Research Infrastructures and Cloud Technologies.

· Enabling the deployment of domain specific and centrally provisioned Virtual Research Environments.

As a result, over 30 suggestions were received and following an assessment undertaken by the EGI-InSPIRE PMB and the AMB 11 activities were prioritised for implementation. These will accelerate EGI’s strategic goals by investing in tools to build and educate communities, to integrate and effectively use federated clouds, and to provide enhanced operational tools for virtual organisations, a new approach to computing availability and reliability, enhancements to EGI’s service registry to support other projects and infrastructures, and tools for automating resource allocation. Together, these activities will reduce the barriers for researchers to access the resources that they need wherever they may be located. A summary of the activity and the motivation behind the activity is provided below and in the SA4 task descriptions: 
· Massive Open Online Course Development: As EGI’s user communities moves from large structured virtual research communities to smaller groups of researchers (the long-tail within the ERA) being able to effectively deliver training online and on-demand to these researchers becomes critical.

· Evaluation of LifeRay Modules: Liferay is a portal framework widely used in the research community. New portlet modules are released at regular intervals and this work will examine how the functionality of recently released modules can be used to provide an integrated virtual research environment to reduce the barriers to access to e‑Infrastructures.

· Uniform access to federated cloud resources can be provided through standardized access to compute and storage resources that encapsulates local differences. Deployment of such resources across the ERA will enable research groups (large and small) to deploy the software that they need when and where they need it.
· Providing OCCI support for arbitrary Cloud Management Frameworks: The OCCI standard from OGF will be implemented in the open-source OCCI framework to provide uniform access to EGI and potentially commercial public clouds.
· CDMI Support in Cloud Management Frameworks: CDMI standard from DMTF provides a standardized mechanism to access and attach cloud storage to cloud compute capacity.

· Deploying different virtual machine images across different cloud providers, even with standardized infrastructures, is complex especially if the number of virtual machine images increases. To reduce the complexity for long-tail scientists to deploy their virtual machine images two activities are funded:
· Dynamic Deployment for OCCI Compliant Clouds: This solution provides uses an open-source tool (SlipStream) to manage the deployment of virtual machine images across many different cloud resources.
· Automatic Deployment and Execution of Applications Using Clouds Services: Building on top of an existing prototype which will be extended and hardened to allow researchers to easily deploy their virtual machine images.

· Transforming Scientific Research Platforms to Exploit Cloud Capabilities: Building virtual machine images that can be run effectively, securely and efficiently on cloud resources is non-trivial This activity will through user driven use-cases provide documentation to help researchers construct virtual machines to reliably meet their needs. It will also analyse the requirements from the collected use cases, the functional capabilities needed by ‘long-tail’ scientists in a platform environment that would lower the barriers to using distributed computing and identify the software development needed for deploying an open-source PaaS on EGI’s federated cloud and uses EGI’s currently exposed services.
· VO Administration Portal: This portal will reduce the time that smaller research collaborations (VOs) will need to spend administering their community within EGI and reduce the complexity in these tasks by integrating and streamlining procedures.
· A new approach to computing Availability and Reliability Reports: The key to a production infrastructure is knowing the reliability of the services and how available they are. As EGI has grown these reporting needs to be done from many perspectives (e.g. EGI as a whole, a VO, a NGI, a resource centre, etc.) and a new data warehouse and presentation structure is now needed this will be produced in this activity.

· GOCDB Scoping Extensions and Management Interface: GOCDB is used as an authoritative source of information to manage EGI and NGI services. This activity will enable other research infrastructures and projects to use EGI’s GOCDB instance as an authoritative source of information to manage their services.
· Tools for automating applying for and allocating federated resources: Small research groups may have to rely on individual resource centres scattered to provide them with resources. This tool will help manage this matchmaking process between the demand (research groups) and supply (resource centres) side groups.

More details on the individual activities is provided below.

1.1.1.1.2 TSA4.1: Activity Management

The activity will be coordinated by EGI.eu. Each task will contribute a progress report into the project’s quarterly reports. In addition a PM42 milestone and PM 47 deliverable will provide formal reporting of the individual tasks. Each task will participate in EGI’s Community and Technical Forums during PY4. The work-package will start in PM35 and end in PM48 with the tasks running for 6 or 12 months (as described below) during this time.
The task duration and reporting will be:

	Task
	Duration
	Reporting

	TSA4.2, TSA4.3, TSA4.6, TSA4.11
	PM37-PM42
	Final reports in MS801

Final reports in D8.1

	TSA4.4, TSA4.5, TSA4.7, TSA4.8, TSA4.9, TSA4.10, TSA4.12
	PM37-PM48
	Interim reports in MS801
 in PM42
Final reports in D8.1
 in PM47


Individual task will have a technical supervisor, and the work package as a whole will have a coordinator. The technical supervisors will have be the ‘customers’ of the produced work and will interact regularly with the tasks to monitor progress and the technical output.  The technical supervisors are all members of the AMB and will meet regularly and report on the task’s progress.
1.1.1.1.3 TSA4.2: Massive Open Online Course Development

Overview

Recent developments in platforms for ‘Massive Open Online Courses’ (MOOC) made the development and distribution of educational content to wide audiences available for everyone and provide a scalable approach to training new users. This task will select an existing MOOC environment (e.g. Coursera) and develop a number of courses on e-infrastructure topics and make the content available for worldwide distribution and use at universities and other institutes. The created content will cover: EGI’s existing production infrastructure, the capabilities of EGI’s Federated Cloud infrastructure, and Hadoop with NoSQL. This work will be undertaken by led by SARA and supported by EGI.eu.
Technical Workplan

The technical workplan has three aspects:
· Evaluate the available MOOC platforms

· Develop the course material on the selected topics including video lectures and course assignments.
· Obtain feedback from early adopters of the courses so that they and the platform can be improved.

The courses will be made openly available through a suitable creative commons license to both current EGI participants and potential new users.

The selected MOOC (e.g. Coursera, Canvas, Udacity) will not only deliver the content but also provide metrics around its use. These will include:
· A count of attendees 

· Evaluation of the participant’s hand in assignments 

· Feedback by students

· Availability of the course material

A clear set of requirements for the MOOC will be developed and the ability of the different systems to meet these requirements will be assessed before a selection is made.
The courseware development includes a number of educational process tasks that will apply to each of the taught modules. The virtual class will reflect most of the real class teaching methods in combination with additional web-based interactive features and include:

· A syllabus with a description of the potential topics corresponding to weekly sessions of the course period

· Hand outs, lecture slides and sample code files that can be used as reference 

· Standalone homework assignments to practice critical thinking and ensure student engagement

· Exams to assess students’ progress and understanding

· A complete set of audio/video lectures by a domain expert

· Course environment will be provided to integrate the courseware

· References and suggested reading material
Three courses will be developed with the associated material:

· EGI Production Infrastructure: This course will be targeted for students wanting to gain a profound experience in Distributed Computing Infrastructures. It aims to provide students with an understanding of the role that Grid Computing can play in computationally intensive problems. It also aims to help students, regardless of their major (High Energy Physics, Biology and Earth observation), to feel confident of their ability to use EGI. This includes working with portals, workflow management systems and Grid middleware. It will give a framework to the students to learn many of the key concepts that underlie Grid technology, such as Certificate management and authentication, Virtual Organizations, resource allocation, Data Management and Grid Information systems. By demonstrating practical examples on EGI, the students will effectively develop their skills on accessing EGI resources, submitting workloads and developing applications on shared computational and storage grid resources.
· EGI’s Federated Cloud:  This course will allow students to get a good grasp of Cloud Computing environments and Virtualization technology. This course is intended to help even non-technically trained students to recognize the advantages of scalability and elasticity in High Throughput Computing projects that often require a complete control of the underlying system. This course will enable EGI users to gain knowledge on Cloud essentials and Levels of Virtualization, while providing examples of different Architecture models and abstraction (e.g. Infrastructure as a Service, Platform as a Service, Storage as a Service, Software as a Service). Hands-on experience will be provided through interactive assignments using the Federated Cloud environment offered by EGI.
· Hadoop and NoSQL: This course will provide students with an introduction to Hadoop and how to learn to use this infrastructure for large-scale data processing. Possible topics that will be discussed during this course are (1) the basics of Hadoop framework and cluster architecture, (2) MapReduce workflow, (3) Advanced data processing using HDFS and MapReduce, (4) Usage of NoSQL databases such as HBase, CouchDB, Riak.
Early adopters of the MOOC and the developed courses will be with local research centres to ensure the created materials can be used in their curriculum. As the institutes differ both in research topic and education level we foresee that the material will need slight adjustments. The main focus will be on involving University Medical Centres, Universities and Universities of Applied Sciences and interested partners from within EGI-InSPIRE.
Beneficiaries

The primary beneficiaries will be students and researchers around the world who will be exposed to the use of large-scale computing through Grid, Cloud, Hadoop and NoSQL usage models. Secondary beneficiaries are research institutes, universities, and computing centres around the world, because knowledge relevant to their primary processes (research and computing) will be freely available.

1.1.1.1.4 TSA4.3: Evaluation of Liferay modules

Overview
Web portals, and particularly Liferay based web portals, have become the main choice over the years within EGI when it comes to providing user friendly access to infrastructure services. GLite, Unicore, ARC and desktop grid resources, as well as some of the operational tools are now routinely used via Liferay portals. The first Liferay portals for EGI’s most recent platform, the Cloud Platform, are expected to become available in 2013
. The open source Liferay framework also found to be useful by the community for the development of portlets that are portable across various portal frameworks
.
In addition to the Liferay portal framework there are large number of community supported modules (e.g. Liferay Social Office and Sync modules) that could contribute to the adoption and use of portals by both current and new users to EGI, and potentially replace or supplement some of the portals currently operated by EGI which would help their sustainability. Liferay Social Office is a social collaboration solution that “streamlines communication, saves time, builds group cohesion and raises productivity”
. Liferay Sync “transforms the Liferay platform into a central, easy-to-use document sharing service”
. The task will be led by EGI.eu with INFN, MTA SZTAKI and CESNET.
Technical Workplan

The purpose of the task is to evaluate the Liferay framework and the relevant Social Office and Sync modules.

· CESNET, MTA SZTAKI and INFN will each set up local installations of Liferay with Social Office and Sync.
· Evaluation scenarios for each of the modules and the framework as a whole will be developed and made available to the EGI Community for feedback and comment. These will then be used to evaluate the Liferay framework and its modules. Initial evaluation aspects for the Liferay framework and module include:

· Be a solution for VRC, VO, NGI, project websites

· Be interoperable with EGI’s SSO

· Be interoperable with AAI solutions (e.g. eduGAIN, IDEM-GARR, Umbrella)

· Interoperable with existing community portlet activities (e.g. SCI-BUS project, SHIWA project, IGI portals)

· Be interoperable and provide an alternative to the EGI Helpdesk

· Be interoperable and provide an alternative to the AppDB
· Be interoperable and provide an alternative to EGI Indico instance

· Be interoperable and provide an alternative to the EGI Wiki

· Be interoperable and provide an alternative to EGI’s DocDB instance

· Be interoperable and provide an alternative for the EGI Blog
· Findings and related recommendations will be captured locally and then integrated through a F2F meeting between all the partners into a public report alongside the evaluation scenarios future plans and recommendations concerning the use of the Liferay Social Office and Sync modules.

Beneficiaries
Using an established open-source portal framework as the basis of some of the central tools hosted by EGI.eu could reduce the operational costs and development costs by leveraging a larger open-source development community. 

1.1.1.1.5 TSA4.4: Providing OCCI support for arbitrary Cloud Management Frameworks

Overview

There are currently several cloud management frameworks that already have native OCCI implementations available (e.g. OCCI for OpenStack - http://wiki.openstack.org/occi or OCCI for CompatibleOne http://www.compatibleone.org/bin/view/Download/Software). In contrast the rOCCI (A Ruby OCCI Framework - https://github.com/gwdg/rOCCI) implementation of OCCI has been developed to act as a generic framework to add OCCI support to existing applications and cloud management frameworks on the client and server side. In its current state the rOCCI-server4 interacts with the widely used OpenNebula5 cloud management framework and includes basic support to interact with Amazon EC2.

To create an EGI wide Federated Cloud Infrastructure spanning multiple data centers with a heterogeneous landscape of cloud management frameworks and also to enable EGI to interact with commercial cloud offerings such as Amazon EC2, Rackspace, HP Cloud or others, an interoperability layer such as that provided by rOCCI is needed. This will make it easier for new resource providers to join the federation regardless of which cloud management framework they are using. The work will be undertaken by CESNET.
Technical Workplan

This task will maintain and extend the rOCCI framework as an interoperability layer (using the Ruby cloud services library - http://fog.io/) to provide support for arbitrary cloud frameworks across compute, storage and network capabilities. The support for additional cloud management frameworks would mainly be achieved by incorporating the established open-source framework fog.io for the management of cloud services into the rOCCI implementation. This approach is sustainable as it shifts the work of adapting to changing APIs of the underlying cloud management frameworks and work needed to incorporate support for new, future cloud management frameworks to a larger, active open-source community around the fog.io library. In this context an agreement has been reached between the developers of OpenNebula (http://opennebula.org/) and rOCCI to contribute the OpenNebula specific code from rOCCI to fog.io. 
Specific work items include:

· Documenting the design and specifying the architecture of the new interoperability layer to add OCCI support to arbitrary cloud management frameworks

· Restructuring and implementation of an abstract interoperability layer within rOCCI-server

· Concrete implementation of the interoperability layer using fog.io

· Verification of OCCI compliance and interoperability between different cloud frameworks available through fog.io and existing implementations of OCCI

· Deployment of the enhanced rOCCI-server at CESNET and deployment support for the sites participating in the EGI Federated Clouds Task Force

· Implementation of the proof-of-concept Java-based client and bindings for the rOCCI-server
· Participation and documentation of the results from the OCCI Interoperability Tests developed by ETSI as part of the Cloud Plugfest

· The source code will be contributed to the rOCCI or fog.io open source projects as appropriate.

Beneficiaries
The main beneficiaries of this work will be on the one hand the resource providers wishing to join the federation which currently cannot due to an unavailable or obsolete OCCI implementation for the cloud management framework they chose to use. On the other hand also the researchers / user communities will benefit greatly from a bigger pool of usable resources. Lastly, the federation as such will benefit from better sustainability and opportunities for synergies in the technologies used.

1.1.1.1.6 TSA4.5: CDMI Support in Cloud Management Frameworks

Overview

SNIA Cloud Data Management Interface (CDMI, http://www.snia.org/cdmi) is an established open standard for providing storage services which recently became an ISO standard. CDMI will be used to build a standards based multi-purpose storage solution that will enable the different Cloud Management Frameworks within the EGI Federated Cloud Testbed to attach data files and block devices to the deployed VMs. The prototype will be developed by KTH and integrated with EGI’s Federated AAI model and will offer block storage to OCCI-compliant services. These services will include the Cloud Management Frameworks used in EG’s Federated Cloud testbed if they are accessed either via native or translated (e.g. by rOCCI) OCCI interface. A browser friendly interface will be developed on the basis of the CDMI HTTP based RESTful protocol to enable end users to access and manage their files in a user friendly way.

The service will be validated against the CDMI compliancy checks to ensure interoperability with other CDMI implementations. The resulting source code will be distributed under an Apache v2 open-source license and will be publicly available. Documentation and use of popular development frameworks will help to assure sustainability of the project. Deployment documentation will be created for helping users to deploy the application at their site. To enable other projects to make use of the CDMI service, an SDK and CLI will be offered.

Technical Workplan
The development of the CDMI-compliant storage component will be based on CDMI-proxy (http://stoxy.net), partially developed during FP7 VENUS-C project. CDMI-proxy is currently deployed within EGI’s Federated Cloud testbed and has been validated on basic production scenarios during the VENUS-C project by multiple users. For block storage management, 3rd party tools will be used with CDMI-proxy to deal mainly with authentication, authorization and accounting of requests.

The work breaks down into three phases:

1. Gap analysis, detailed roadmap and development plan: During the first two month phase the expected functionality and use cases will be assessed and documented, the missing features analysed and the initial components selected for providing the missing functionality. The development infrastructure (CI, repository, issue tracking & project management, demo site) will also be established.
2. Implementation: The main phase is dedicated to implementation of the software component and their integration with the EGI ecosystem. A test-driven model will be used to implement the software. A set of functional and integration tests will be developed, documented, released and hosted within the continuous integration tool to ensure: CDMI compliancy, integration with OCCI for adding block storage, integration with EGI’s AAI and VM Image handling. Documentation, functional and& integration test suites, and a CLI & SDK will be produced.

3. Testing, bugfix and documentation: The final phase of the work will be used to support the deployment and validation of the software in the community through further testing and stabilisation. A developer’s guide with usage examples and a stress test report will also be written.

Beneficiaries
The main beneficiaries include sites and communities that want to serve or consume resources using standards’ based cloud APIs. An additional benefit for the communities is the ability to migrate between EGI and public cloud offerings more easily due to the existence of similar services.

1.1.1.1.7 TSA4.6: Dynamic Deployments for OCCI Compliant Clouds

Overview

This task will adapt the open-source SlipStream
 software to enable users to dynamically provision complex multi-VM applications, with elements of elastic behaviour and automatic image factory. All results from this project will be contributed to the SlipStream Apache 2.0 open source repository, therefore available to the EGI user community. This also means that all the scenarios used and developed in the project will only rely on open source software, such that they can be repeated or extended using open source software. The work will be undertaken by CNRS.
Technical Workplan

SlipStream is a multi-cloud coordinated provisioning and image factory engine that supports the development, testing, certification and deployment processes into IaaS environments. SlipStream is essentially developed by SixSq, an SME based in Geneva, Switzerland. In early 2013, SixSq open sourced the core of SlipStream, as part of its commercial strategy for the technology. The software is now available under an Apache 2.0 license and hosted on GitHub
. 

SlipStream will be integrated with and tested against the OCCI compliant cloud solutions being used within EGI’s Federated Cloud Testbed by developing an OCCI connector that will be contributed to the open source SlipStream repository. SlipStream’s ability to automatically deploy, coordinate and orchestrate multi-VM applications on the OCCI compliant testbed will be demonstrated for use cases coming from the EGI Federated Cloud Task Force. Having demonstrated this core capability, the auto-scale capability will be developed and demonstrated as part of the open source SlipStream solution. With these outcomes, the EGI community will be able to take advantage of the SlipStream functionality on its federated cloud, while also disseminating the dynamic and auto-scale capabilities this brings to current and future application developers. The result will be an end-to-end solution that will enable the on-demand provisioning of a scientific analysis environment on federated cloud resources to meet the needs of scientific end-users.

Beneficiaries
The two main actors within the EGI ecosystem that will benefit from this project will be: 

· End-Users: Resource centres providing OCCI-compliant environments will be able to offer the SlipStream GUI to their end-users and provide them with the ability to provision complex cloud resources, build machine images and eventually interoperate with other SlipStream-based systems. 
· Platform Integrators and Deployers: These actors (working on behalf of end-users) will be able to automatically deploy complex scientific applications in the cloud, in a parameterised, repeatable and systematic way. 

1.1.1.1.8 TSA4.7: Automatic Deployment and Execution of Applications using Cloud Services.

Overview
Setting up the required computing environment is a serious overhead for the everyday work of researchers. It is often the case that they need to deploy locally to their clusters or desktop machines all the software packages required for their calculations having to deal with different compiler versions, dynamic libraries, etc. Evidently a generic multi-use cluster cannot accommodate a number of different options without disturbing the work of everyone, or generating an unsustainable work overhead to the system administrator. 

This task will design and implement a new user service model for EGI that will use the cloud resources within EGI’s Federated Cloud Testbed for researchers to deploy the Virtual Research Environments encapsulated in virtual machines they need for their resources. This task will be led by CSIC with FCTSG.
Technical Workplan

The objective of the project is to develop a contextualization service that aids scientific communities to execute their computing workload by automating the deployment of scientific software on virtual machines using the interfaces and standards within EGI’s Federated Cloud tesbed.

· Analysis of user requirements and the EGI Federated Cloud tesbed: Requirements from the early adopting user community (theoretical modelling in the areas of phenomenology and computational chemistry) and the capabilities of the available tools and support in the EGI Federated Cloud testbed infrastructure will be examined. Any additional services, such as brokering, made available by the Federated Cloud Task Force will also be considered in the analysis phase.
· Initial Implementation of VM contextualization: An initial implementation of the contextualization service will use the OCCI API to interact with the resource providers and will setup the scientific software using basic scripts for installation. 
· REST API to the service: A REST interface will be implemented as front-end to the service. This API will allow the development of external tools and clients to the service. It will also allow the automated testing of the service. 
· Community Engagement: With a functional prototype implemented, new user communities will be approached to use the service and to gather any new requirements. At least two early adopters from outside the IBERGRID collaboration will validate the prototype and provide feedback. 
· Web interface: A web application built on top of the REST API will provide users a graphical interface to the service.
· Integration of Automatic Configuration Tools: Once a basic contextualization service is available using scripts, the next technical objective will be the integration of more robust tools for configuration of the VM software. This integration will be focused on Puppet but may consider other tools.
· Community Testing: With a complete prototype available to the early adopting community, users will be able to test both the web front-end and REST API for the deployment of their virtual machines on EGI’s Federated Cloud testbed. 
· Final version of the service: A final version of the service that fixes any issues found during the testing phase will be made available to the EGI community. 
Beneficiaries

The service is oriented to advanced users and VRC application managers. It will enhance the adoption of the infrastructure by large projects, which have complicated software stacks to deploy. From an operational point of view it will also reduce the overhead of the local site administrators when it comes to install application software and support complicated software stacks for different user communities.
1.1.1.1.9 TSA4.8: Transforming Scientific Research Platforms to Exploit Cloud Capacity

Overview
The goal of this task is the derivation of patterns and recipes that can be applied in order to make scientific applications cloud ready. This will be done by analysing the collected use cases and devising a collection of best practices which will ease the uptake of cloud technologies in research communities in making their applications cloud ready. For instance, early experiences within EGI’s Federated Cloud Testbed have shown that the size of the virtual machine image needs to be controlled and managed and that the storage of static data within the virtual machine image should be minimized through the use of contextualization and external cloud storage solutions. The work will be led by FZJ with the partnership of CESNET.

Technical Workplan

· Identification of eligible use cases: From the existing use cases and user communities engaged with EGI’s Federated Cloud Task Force (e.g. : WeNMR, PeachNote, WS-PGrade, GAIA-Space, BNCWeb, LHCb DIRAC, and OpenModeller) the uses cases that would benefit most from the task will be assessed and documented.

· Exploiting cloud capabilities in selected use cases: Enabling an application for cloud usage requires an evaluation of the minimal requirements that a cloud image has to provide to run the application. This will be done for the selected applications with a view to reducing transfer and storage cost because of large images by removing redundant packages. Also, the unique properties of a particular application instances will be identified and techniques such as image contextualization or cloud object storage used to further reduce the image size. The use of cloud databases, object stores or online block devices will be explored in order to provide the static data needed to support an application’s execution. This work will provide scientific demonstrators that can promote EGI’s Federated Cloud resources at the EGI Forum’s and other meetings.

· .
· Recommendations: This activity will be used to provide recommendations as to the derived patterns and best practices that can be adopted by end-users and as to the capabilities needed by an integrated service platform that would meet the needs of 'long-tail' scientists for computing and data services based on the use cases, This will include an assessment as to how an open-source PaaS environment could be deployed on top of EGI’s federated cloud resources to provide a high-level API that could integrate services covering the areas of scaling, data access, contextualization and the services needed by scientists (derived from the collected use cases) that would be needed to be in an integrated platform in order to lower the barriers to entry for distributed computing.

Beneficiaries
The initial beneficiaries of this task will be the user communities whose use cases are selected. In addition to cloudifying these applications, the documentation of the lessons learnt and the set of patterns and best practices derived from this  will benefit the community of end-users and application developers.
1.1.1.1.10 TSA4.9: VO Administration and operations PORtal (VAPOR)

Overview

Small to medium-size grid user communities have to perform daily administrative and operational tasks that can become time consuming for staff whose main purpose is likely to be focused around research activities rather than system administration. VAPOR will be a generic portal to assist VO managers and support teams. Such communities may typically have no or few dedicated IT support, have scattered scientific activities or fragmented user groups, and may possibly (although not necessarily) make an opportunistic usage of the resources. VAPOR is expected to help such communities sustain their operational models by mutualising the daily administrative and operational cost at the level of a Virtual Research Community or beyond, and facilitates the outreach of new user communities by easing the administration and operations start up. This portal will be available to any community wishing to deploy it, and licensed as open source software. The work will be led by I3S (joint research unit of the CNRS and the University of Nice - Sophia Antipolis), CREATIS (a joint CNRS research unit working on medical image analysis), GRyCAP (Grid and High Performance Computing Group) of the Universitat Politècnica de València and IPHC (Institut Pluridisciplinaire Hubert Curien). The Life-Science Grid Community (LSGC) will be the main early adopter of VAPOR starting with the biomed Virtual Organization (VO) and then engaging other VOs within the LSGC.

Technical Workplan

VAPOR complements existing tools (SAM
, VO Admin Dashboard
, VO Operations Portal
 and VOMS) with novel features tailored to small and medium VOs in three categories:

· User Management: 

· Users database, handling and follow-up of user registration lifecycle 

· Keep track of real users "hidden behind" a robot certificate

· Interface with external services: VOMS, LFC, EGI Applications Database

· Collection of publications and scientific production achieved using the infrastructure

· Maintain VRC-wide and VO-wide mailing lists in sync with VOMS

· Operations management for technical support teams:

· Resources status indicators & statistical reports: (i) issue reports on resources availability (free storage space, jobs success rate), (ii) report GOCDB and BDII status to exclude resources not in production 

· Data Management: File migration before storage decommissioning or in case of SE filling-up, clean-up files of former users

· Accounting:

· On-demand generation of reports about global community resource usage, per VO resource usage, per VO sub-group resource usage

· Projection of future needs for storage and computing resources

Technical activity to support these capabilities will be split into various phases:
· Features Specification: A technical feasibility study will review existing tools and portals, either external to the LSGC community or produced internally, in particular by the biomed support team. The priority will be given to the integration of existing software as part of the portal, rather than fresh developments. From this material, the consortium will prioritize the required features and continuously adapt the work plan derived from the VAPOR Functional Specification.

· Software Development: Agile development methodologies (short development cycles, applying continuous integration and frequent deployments) will implement the features identified across the core areas of user management, operations management and accounting. 
· Platform Deployment and Exploitation: The Biomed support team members will be beta users of VAPOR. Software packages will be deployed on existing platforms at the earliest to allow for early feedback, bug fixing and improvements. Each deployment will include writing documentation, updating the existing administration and operational procedures and the training of the support team members. 

· Post-project maintenance: Maintenance will be continued after the end of the task on a best effort basis. Dissemination effort will spur the adoption of the portal by different communities, keeping in mind that the more communities using it, the easier it will be to ensure a sustained maintenance effort.
Beneficiaries
The initial beneficiaries will be France Grille (who would use VAPOR to delegate much of the routine VO administration work), LSGC (the Life Sciences Grid Community is a federation of biomedical VOs and provided the original concept around VAPOR and will lead the task), AMC (the Academic Medical Center of the University of Amsterdam which operates the VLEMED VO and is part of the LSGC), CompChem (VO using EGI that is coordinated by the Computational Dynamics and Kinetics group of the Department of Chemistry at the University of Perugia – UNIPG) and WeNMR (an FP7 project and EGI VRC) who will be contributing use cases, and providing feedback on the design of VAPOR. 
More widely, the VAPOR portal will (i) help existing communities with no or few dedicated IT support, possibly relying on the opportunistic usage of resources, (ii) help new user communities by making VO administration and operation easy and enabling the mutualisation of this effort with other VOs, (iii) it will help identify the users behind robot certificates, and (iv) help keeping track of the articles produced by the users within the community.

1.1.1.1.11 TSA4.10: A new approach to Computing Availability and Reliability Reports

Overview
Currently, the EGI Availability and Reliability (A/R) reports are being computed on a monthly basis via a centralized infrastructure that aggregates distributed Nagios results through an SQL backend. The current implementation of the A/R service is more or less a closed source solution built on top of a commercial database system which cannot be easily extended to meet the needs of the NGIs and EGI Operations to introduce the new middleware services or regional calculations. This task will implement a new A/R reporting service using open source project components that will be more flexible and extensible and allow the inclusion of more middleware services into the calculation of A/R metrics and by also adding VO-wise metric results (in addition to service-wise, site-wise and NGI-wise provisioning of results). Moreover the profiles under which the calculations are done will be modular and a way to add or remove profiles will be made available and documented. The project will be led by GRNET and include IN2P3 (CNRS) and SRCE.
Technical Workplan 

The project team will implement an agile workflow that will ensure the successful delivery of the project. Activity within the task will include:

· Requirements Assessment: These will be provided by the EGI Operations Management Board and assessed by the task partners to determine their feasibility, priority and scope. It is a prerequisite that a clear set of requirements has been agreed upon before the project implementation is initiated. 
· Implementation: Implementations activities include:
· Records Collection from PROD MSG Broker network: Aggregation of Nagios endpoint results from the EGI Production Message Broker network onto a storage facility upon which the A/R computations will be applied. Filtering of the primary results in a way that only the useful segments from the original information is kept should be applied at this stage so that the computation needs are kept as lightweight as possible. 
· Engine for A/R VO-wise, Service-wise, Site-wise and NGI-wise Computations: Development of the SQL queries to be applied on the data the result of which should be the A/R metrics. 
· A/R computation profiles repository. Building a repository of computation profiles upon which profiles may be edited, added or removed. 
· A/R API: The API will include three basic functionalities: delivery of A/R results, trigger the re-calculation of A/R results (i.e. excluding offending time regions or offending service endpoints from initial calculation) and adding or removal of profiles

· Interoperation of Operations Portal A/R Frontend module with A/R API: Connection of the A/R API with the Operations Portal A/R Frontend module.

· Pilot Phase: This will validate the new A/R portal results (in comparison to the existing A/R service), it will assess the progress made to date in the new A/R service and document all of the service components.
· Service Deployment: The service will be packaged, released, documented, rolled out into production and any final adjustment and configuration of the service made as it moves into a production environment. This work and any additional refinements will be undertaken with the EGI OMB.
Beneficiaries

The main beneficiaries will be the NGI operations community, VO administrators and the broader operations community. They will be able to have a more flexible and adaptable mechanism for calculating A/R figures.
1.1.1.1.12 TSA4.11: GOCDB Scoping Extensions and Management Interface

Overview
GOCDB is a central database that describes the different services provided by all the resource centres across the whole of EGI. It is used by many other operational tools as an authoritative source of configuration information. This task would extend the current ‘EGI’ and ‘Local’ data scoping logic to introduce multiple, non-exclusive project scope tags for encouraging other projects to host their data within a single GOCDB instance. The task will also provide a GOCDB management interface to simplify daily operational/admin tasks. This task will be led by STFC.

The developments will allow a single GOCDB instance to host the topology data from multiple projects for more effective data management (e.g. EGI, EUDAT). Non-exclusive scope tags would allow sites/services to be scoped with both project-specific tags (e.g. ‘UK_NES’) and with the wider ‘EGI’ scope tag. A management interface would help simplify and speedup daily operational tasks, especially for new service administrators and will help reduce on-going operational costs for EGI.

Technical Workplan

The scoping enhancements would build upon the current data-scoping logic. This would allow a single object, such as a site, service, or service group (virtual-site) to be tagged by multiple projects. In doing this, a single data object could be defined once and associated with more than one project without duplication of information. This is essential in helping to maintain the integrity of topology information across different target infrastructures. The technical work will include:

· Design documents detailing technical implementation

· Technical Implementation:
· DB support for multiple scopes

· Front end modifications

· New business logic rules
· Extension to GOCDB configuration file

· Testing (add relevant DBUnit tests to assert non-exclusive scope support). 

· Deployment to production 
GOCDB does not provide a management interface for daily operational tasks. These tasks include moving sites to different NGIs, creating new NGIs, adding/deleting scope tags and updating user DNs in the database. Many administrative tasks are performed directly on the database using external scripts developed in the Oracle query language (PLSQL). A management interface would both simplify and speedup execution of these tasks (especially for new portal administrators) and decrease the likelihood of introducing error. The technical work would provide:
· Use Case Documentation

· Design documents detailing technical implementation

· Technical implementation of:

· A web interface

· Add / Edit / Remove functionality for Service Types, NGIs, User DNs

· Script to move sites between NGIs

· Script to move service endpoints between sites

· Testing (plan/results)  

· Deployment to production

Beneficiaries
The main beneficiaries of this work will be those who use the GOCDB directly and indirectly through other operational tools. This includes the EGI operations community (in particular those NGIs who operate services for just their own NGI or affiliated projects or organisations) and those organisations operating other e-Infrastructures such as Research Infrastructures (e.g. PRACE) and large distributed projects (e.g. EUDAT or WLCG). The work will facilitate more flexible use of a single instance that means operational costs can be distributed across more stakeholders and therefore reduced for each of them.

1.1.1.1.13 TSA4.12: Tools for automating applying for and allocating federated resources

Overview

Managing coordinated resources application and allocation in a federated infrastructure such as EGI is needed to ease the matching of resource demand and offering for the support of international collaborations and to ensure that the impact of usage of EGI resources and services is properly acknowledged. This task will develop a tool which automates the negotiation of applications to use resources and offers to meet these needs from resource providers. The expected output of the project is a web-based operations application - integrated with existing production operations tools - which enables easy and lightweight process support by ensuring: 1) traceability of demand and offer, 2) authentication of customers and providers, 3) programmatic scalable processing of demand and offer, 4) cost reduction by automating the human processes around service offering following the ITIL best practices. 

The task will be led by CYFRONET supported by CNRS (IN2P3). It will build on the work of the EGI Resource Allocation Task Force (RATF)
 established in response to EGI Council policy. The current membership includes NGI_IT (Italy), IBERGRID (Portugal and Spain), NGI_AEGIS (Serbia), NGI_CZ (Czech Republic), NGI_PL (Poland) and NGI_FR (France). RATF defines the procedural framework that the tool produced by this task will be implemented, integrated and deployed into production and will steer the project being the ultimate customer.

Technical Workplan
The workplan is built around two main releases of the resource allocation platform for EGI. The first limited release (v1) would be aimed at providing a proof of concept through a small pool of services and resources and organized in one-layer federation. The final release (v2) will be able to allocate resources across the whole EGI environment (EGI, NGIs, Sites) based on the identified scenarios. The final version will be customizable to cover emerging and future scenarios. Both releases will be based on the requirements and design coming out of the RATF. Short release cycles are possible as development will be based on a mature tool from PL-Grid. The code will be modified and extended to support the EGI processes being defined by the RATF. The work will include testing activities undertaken in collaboration with user communities and resource providers who will provide further feedback to improve the tool. The Resources allocation tool will be extensible and can be adapted in the future to other scenarios like IaaS services being developed by EGI’s Federated Cloud testbed, EGI’s pay-per-use allocations, brokering in EGI-NGI-Sites hierarchy, and open-market service provisioning models.

Key development activities include:

· Technical design and implementation plan of the tool and definition of the initial first set of high priority functions for the V1 release of the tool. Technical design will be approved by the RATF.
· Release of V1 of the tool and deployment in the Operation Portal (October 2013)
· Technical design and implementation plan of the tool for the V2 release of the tool
· Release of  V2 of the tool (beta-version) and deployment in the Operations Portal for final testing (January 2014)
· Release of V2 of the tool (final version) including user-guide, and configuration manual and its operation in the production infrastructure. (Mar 2014)
The software will be released under an open source and maintained by CYFRONET until the end of 2017 as it will be part of the PL-Grid Infrastructure..
Beneficiaries

The main beneficiaries will be the user communities that currently have no coordinated mechanism for resources to be allocated for their needs through a single point of contact. Resources providers, both NGIs and Resource Centres, will benefit by having clear SLAs with customers and a platform for resources allocation in which they can decide on how their resources are used. Finally, for EGI.eu, the tool will provide data about the current resource provisioning activity in the infrastructure enabling EGI.eu to take a role ranging from market supervisor, who runs the market but does not have an active role in it, to active integrator, who adds the value by improving guaranties based on the services provided by NGIs and Resource Centres (e.g. by offering back-up service instances).

In addition to the members of the RATF who will test the operations side of the tool, user community testing will be provided by Biomed VO.
� http://go.egi.eu/EGI2020


� For example the IGI Portal that already works with the EGI Federated Cloud Task Force. 


� Portability is one of the main reasons why the SCI-BUS project chose Liferay framework for portlet development. 


� From � HYPERLINK "http://www.liferay.com/products/liferay-social-office" �http://www.liferay.com/products/liferay-social-office� 


� From � HYPERLINK "http://www.liferay.com/products/liferay-sync" �http://www.liferay.com/products/liferay-sync� 


� http://sixsq.com/products/slipstream.html


� http://github.com/slipstream


� https://wiki.egi.eu/wiki/SAM


� https://vodashboard.lip.pt


� https://operations-portal.egi.eu/voDashboard


� EGI Resource Allocation Task Force, wiki-page: � HYPERLINK "https://wiki.egi.eu/wiki/Resource_Allocation_Task_Force" �https://wiki.egi.eu/wiki/Resource_Allocation_Task_Force�
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